LINEAR CORRELATION
The purpose of a LINEAR CORRELATION ANALYSIS is to determine whether there is a relationship between two sets of variables.  We may find that: 1) there is a positive correlation, 2) there is a negative correlation, or 3) there is no correlation.  These relationships can be easily visualized by using SCATTER DIAGRAMS.

Positive Correlation
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Notice that in this example as the heights increase,  the diameters of the trunks also tend to increase.  If this were a perfect positive correlation all of the points would fall on a straight line.  The more linear the data points, the closer the relationship between the two variables.

Negative Correlation
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Notice that in this example as the number of parasites increases, the harvest of unblemished apples decreases.  If this were a perfect negative correlation all of the points would fall on a line with a negative slope.  The more linear the data points, the more negatively correlated are the two variables.

No Correlation
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Notice that in this example there seems to be no relationship between the two variables.  Perhaps pillbugs and clover do not interact with one another.

COEFFICIENT OF CORRELATION

Usually when we do an analysis of linear correlation we want to know how strong the relationship is between two variables.  Suppose that we find the following relationship:
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Is there a linear correlation between these two variables??  SEE NEXT SIDE FOR HOW TO DECIDE.

Source: index H in loose leafs in books of stat tables.
Sample Size (n)
Critical region
Sample Size (n)
Critical region

10
- 0.632 to + 0.632
100
- 0.197 to + 0.197

11
- 0.602 to + 0.602
120
- 0.180 to + 0.180

12
- 0.576 to + 0.576
140
- 0.166 to + 0.166

13
- 0.553 to + 0.553
160
- 0.155 to + 0.155

14
- 0.532 to + 0.532
180
- 0.146 to + 0.146

15
- 0.514 to + 0.514
200
- 0.138 to + 0.138

20
-0.444 to + 0.444
250
- 0.124 to + 0.124

30
- 0.361 to + 0.361
300
- 0.113 to + 0.113

40
- 0.312 to + 0. 312
350
- 0.105 to + 0.105

60
- 0.254 to + 0.254
400
- 0.098 to + 0.098

80
- 0.220 to + 0.220
450
- 0.092 to + 0.092

HOW TO DECIDE IF THERE IS A LINEAR CORRELATION OR NOT

First, locate the samples size nearest to yours in the table below at look at the critical region for that samples size:

If your correlation coefficient (r-value) falls within the critical region, your two variables do not change in a regular enough way to be considered significant.   You conclude that your data indicate no correlation.

If your correlation coefficient is a larger positive number than the critical region, your data indicate a significant positive correlation.  The closer your r-value is to 1.0, the stronger the correlation.   

If your correlation coefficient is a larger negative number than the critical region, your data indicate a significant negative correlation.  The closer your r-value is to —1.0, the stronger the negative correlation.

REPORTING YOUR RESULTS
The examples below show how the results of your analysis of linear correlation should be presented. 

“There is a positive correlation between the height and the diameter of Eastern White Pine trees (n = 15, r = 0.857, critical value = 0.514).”

“There is a negative correlation between the population density of codling moths and the % of unblemished apples harvested (n = 23, r = -0.500, critical value = — 0.444).”

“There is no linear correlation between the population densities of pillbugs and red clover (n = 30,

 r = 0.202, critical values = ± 0.361).”

***WARNING***
Finding a linear correlation between two sets of variables does not necessarily mean that there is a cause and effect relationship between them.  This must be determined by common sense, your understanding of biology, and further research.   

