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Autonomous Systems

e Global Internet viewed as collection of autonomous systems.

e Autonomous system (AS) is a set of routers or networks administered by a single
organization

e Same routing protocol need not be run within the AS

e But, to the outside world, an AS should present a consistent picture of what ASs
are reachable through it

e Stub AS: has only a single connection to the outside world.

 Multihomed AS: has multiple connections to the outside world, but refuses to
carry transit traffic

e Transit AS: has multiple connections to the outside world, and can carry transit
and local traffic.
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AS Number

e For exterior routing, an AS needs a globally unique AS 16-bit integer number

e Stub AS, which is the most common type, does not need an AS number since
the prefixes are placed at the provider s routing table

e Transit AS needs an AS number

e Request an AS number from one of the five RIRs (Regional Internet Registries)
e ARIN: American Registry for Internet Numbers

RIPE NCC: Réseaux IP Européens Network Coordination Centre

APNIC: Asia Pacific Network Information Centre

LACNIC: Latin America and Caribbean Network Information Centre

AFRINIC: African Network Information Centre
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Inter and Intra Domain Routing

Interior Gateway Protocol (IGP): routing within AS
 RIP, OSPF, IGRP, EIGRP, IS-IS

Exterior Gateway Protocol (EGP): routing between AS’ s
« BGPV4

Border Gateways perform IGP & EGP routing

AS A




Inter and Intra Domain Routing

Routing Protocols Evolution and Classification

DEPFw2 BGPvE &
RIPw2 RIFng OSPFy3
EGF IGRP RiIPw1 1518 EIGRP BGF | IE-15wE
I | |
T#81 1994 1997
1932 1985 1983 1990 10932 19495 1999 2000
Interior Gateway Profocols Extarior Gataway Protocole
Digtanca Vactor Routing Protocols Link State Routing Protocals Path Vactor
Classiul RIF IGREP EGP !
Classless RIPv2 EIGRP OSPFv2 15-15 BGPvd

e RIPng EIGRP for IPvE OSPFv3 I3-15 for IPvE -

Highlighted routing protocols are the focus of this course.
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Inter and Intra Domain Routing

Drag and Drop Activity
Dynamic Routing Protocols
1
Interior Gateway Protoools Externor Gateway Protocols \
: ¥
Distance Wector Protocols Link-State Protcols
RIPw1

15-15

* + * "L' I GRP
+ + BGP

OSPF

EIGRP

¥ RIPwZ
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Open Shortest Path First

e RFC 2328 (v2)
e Fixes some of the deficiencies in RIP
e Enables each router to learn complete network topology

e Each router monitors the link state to each neighbor and
floods the link-state information to other routers

e Each router builds an identical link-state database

e Allows router to build shortest path tree with router as
root

e OSPF typically converges faster than RIP when there is a
failure in the network
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OSPF Features

e Multiple routes to a given destination, one per type of service

e Support for variable-length subnetting by including the subnet
mask in the routing message

Distribution of traffic over multiple paths of equal cost

Uses notion of area to partition sites into subsets

e Support host-specific routes as well as net-specific routes

Designated router to minimize table maintenance overhead



Flooding

e Used in OSPF to distribute link state (LS) information

* Forward incoming packet to all ports except where packet
came in

e Packet eventually reaches destination as long as there is a
path between the source and destination

e Generates exponential number of packet transmissions

e Approaches to limit # of transmissions:

Use a TTL at each packet; won’ t flood if TTL is reached

Each router adds its identifier to header of packet before it
floods the packet; won’ t flood if its identifier is detected

Each packet from a given source is identified with a unique
sequence number; won’ t flood if sequence number is same
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Example OSPF Topology
10.5.1.2 10.5.1.4
10511 10516
10.5.1.3 10.5.1.5
At steady state:

e All routers have same LS database
e Know how many routers in network
e Interfaces & links between routers
e Cost of each link

e Occasional Hello messages (10 sec) & LS
updates sent (30 min)
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OSPF Network

e To improve scalability, AS may be partitioned into areas
e Areais identified by 32-bit Area ID

* Router in area only knows complete topology inside area & limits the
flooding of link-state information to area

* Area border routers summarize info from other areas

e Each area must be connected to backbone area (0.0.0.0)
e Distributes routing info between areas

e Internal router has all links to nets within the same area

 Area border router has links to more than one area

Backbone router has links connected to the backbone
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OSPF Areas

To another AS

Area 0.0.0.2

Area 0.0.0.1 Area 0.0.0.0

ABR: 3, 6, 8
IR: 1,2,7
BR: 3,4,5,6,8

R = router
Area 0.0.0.3 N = network



Routing in the Distribution and Core Layers

Configuring Single-Area OSPF

Area 0

172.16.2.0/24

172.16.1.0/124

192.168.10.4/30

Fl (config)$ interface GigabitEthernet0/0
Bl {config-if) # bandwidth 1000000
Bl {config-if} ¥ exit
Fl (config) $# router ospf 10
Bl {config-router)# router-id 1.1.1.1
Bl {config-router)# auto-cost reference-bandwidth 1000
% OSFF: Feference bandwidth iz changed.

Flease ensure reference bandwidth iz conzistent
across 211 ronkers.
El {config-router)# network 172.16.1.0 0.0.0.255 area 0
Bl {config-router)# network 172.16.3.0 0.0.0.3 area 0
Bl {config-router)# network 192.168.10.4 0.0.0.3 area 0
Rl (config-router) #
Fl (config-router) 4 pasaive-interface gO/0
El {config-router)#

Internet

192.168.10.8/30

192.168.1.0/24

B2 (config) # interface GigabitEthernet0/0

B2 (config-if} 4 bandwidth 1000000

B2 (config-if}# exit

FZ (config) $# router ospf 10

FE2 {config-router)# router-id 2.2.2.2

E? {config-router)# anto-cost reference-bandwidth 1000

¥ 0OSPF: Reference bandwidth is changed.
Fleaze enzure reference bandwidth is conzistent

acrozss all routers.

FE2 {config-router)# network 172.16.2.1 0.0.0.0 area 0
F2 {config-router)# network 172.16.3.2 0.0.0.0 area 0
F2 {config-router)# network 192.168.10.% 0.0.0.0 area 0
FE2 {config-router) #

F2(config-router)# passive-interface g0/0

B2 {config-router)#
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Routing in the Distribution and Core Layers

Verifying Single-Area OSPF

o

rl¥ show ip ospf neighbor
Meighbor ID Pri  sState Dead Time  Address Interface
3.3.3.3 a FULLS - ©00:00:32 1%2.168.10. 6 Serialfsosl
2.2.2.2 i FULLS — 00:00:38 172.16.3.2 serial0sos0
RL¥

rl¥ show ip protoocols

* IP Routing 1z HSF aware *#+#

routing Protocol iz "ospf 10T

outgoing update filter list for all interfaces iz not set
Incoming update filter list for all interfaces is not set
FEouter ID 1.1.1.1
Humber of areas in this router ig 1. 1 normal © stub 0 nssa
Maximum path: 4
Fouting for Hetworks:

172.16.L.0 0.0.0.255 area 0

172.16.3.0 0.0.0.3 area 0

1%2.168.10.4 0.0.0.3 area 0
ragzive Interfazcei(s):

GigabitEtharnets0

Fouting Information Sources;
Gateway oiztance Last Update
5.3.3.3 114 O0:12:14
2.2,2.2 114 00:12:da

Digtance: (default iz 110}

Elfr
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Routing in the Distribution and Core Layers

Verifying Single-Area OSPF (cont.)

rl¥ show ip ospf
Fouting Process "ospf 10" with 10 1.1.1.1
Start time: J0:06:1%5.%52, Time elapsed: 00:3%:5&.400

<(utput omitted=

Mumber of areas in this router iz 1. 1 normal O stub 0 ns=za
Mumber of areas transait capable is 0
External flood list length O
IETF H&F helpsr support enabled
Cisco MSF helper zupport enabled
Reference bandwidith unit is 1000 mbps
Area BROHBOWE [0
Humber of interfaces in thiz area iz 2
nrea has no authentication
SpF algorithm last executed 00:15:21.436 ago
3PF algorithm executed & times
Area Tanges ara
pumber of LA 3. Checksum Sum Jx023523
Humber of opaque link Lsa 0. Checksum Sum Qx000000
Humber of Dobhitless LA O
Mumber of indication LS 0
Humber of DoWothAge L3a O
Flood list length O

Bl§




RADFORD
UNIVERSITY

Routing in the Distribution and Core Layers

Verifying Single-Area OSPF (cont.)

El¥ show ip ospf interface
GigabitEthernet(/0 iz up, line protocaol is up
Internst Address 172.16.1.1/24, Area 0, Attached via Wetwork

Statement
Process ID 10, Bouter ID 1.1.1.1, HMetwork Type BROADCAST, Cost: 1
Topolagy—HMTID Caat pizabled Shutdown Topology Nams
0 1 no na Base

Transmit Delay iz 1 zec, State DR, Priority 1

Designated Router {IDy 1.1.1.1, Interface address 172.16.1.1

Ha backup designated router on this network

Timer intervals configured, Helleo 10, Dead 40, wWait 40,
Retransmit 5

ocob-resyne timeout 40
Mo Hellos (Pasziwve interface}

supports Link-loczl Signaling (LLS)

Cisco WSF helper support enabled

IETE MNSF helper support enabled

Index 11, flood gueue length O

Heaxt 0x0{0} F0x0{0)

Lagt flood scan length iz 0, maximum iz O

Lagt flood scan time i3 0 msec, maximom iz 0 meEec

Heighbor count iz 0, Rdjacent neighbor count iz O

suppress hells for 0 neighboriz)
serialfs0/1 iz up, line protocal is up

Internst Address 192.168.10.5/30, Area 0, aAttached via Hetwork
Statement

Frocess ID 10, Router ID 1.1.1.1, Hetwark Type POINT TO POINT,
cost: 847 -

=Qutput omitted=

rl¥ show ip ospf interface brief

Interface FID Lraa IF hddress/Maszk aost  State ¥Wbra FIC
Gi0s0 10 0 172.16.1.1724 1 DE 050
salsof1 10 [¥] 192 .168.10.5/30 B47 =0l =) 1,1
2a0/0/0 10 0 172.16.53.1530 847 EZP 151

Rl§




DHCPv4 Operation

Introducing DHCPv4

= DHCPv4:

= assigns IPv4 addresses and other network configuration information dynamically

= useful and timesaving tool for network administrators

= dynamically assigns, or leases, an IPv4 address from a pool of addresses

= A Cisco router can be configured to provide DHCPv4 services.
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= Administrators configure DHCPv4 servers so that leases expire. Then the client

must ask for another address, although the client is typically reassigned the

same address.

| can provide you an IP
address and other
information.

-e

DHCP Server

| need the services of a DHCP
server for IP addressing and

S

other information.
£h
ug
-

DHCP Client



DHCP Operation

Host broadcasts DHCP Discover message on its physical network

Server replies with Offer message (IP address + configuration
information)

Host selects one offer and broadcasts DHCP Request message

Server allocates IP address for lease time T

e Sends DHCP ACK message with T, and threshold times T1 (=1/2 T) and T2
(=.875T)

At T1, host attempts to renew lease by sending DHCP Request message
to original server

If no reply by T2, host broadcasts DHCP Request to any server

If no reply by T, host must relinquish IP address and start from the
beginning

RADFORD
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DHCPv4 Operation

DHCPv4 Operation

Lease Origination .
-

Server Client

" would like to request an
address." | DHCPDISCOVER

i ] Broadcast

"l am DHCPswrl. Here is an

DHCPOFFER | |E|ddress | can offer.”
Unicast

" | accept the IP address offer." -1 DHCPREQUEST
- Broadcast

"Your acceptance is
DHCPACK acknowledged.”
Unicast
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DHCPv4 Operation

DHCPv4 Operation (cont.)
Lease Renewa | ..

Server Client

"I would like to renew my
lease." DHCPREQUEST
- . Unicast

DHCPACK I" Your request is acknowledged.”
Unicast L
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DHCPv4 Operation

DHCPv4 Message Format

8 | 6 | 2 | 32

OP Code (1) Hardware Type (1) | Hardware Address Hops (1)
Length (1)

Transaction ldentifier
Seconds - 2 bytes Flags - 2 bytes
Client IP Address (CIADDR) - 4 bytes
Your |P Address (YIADDR) - 4 bytes
Server IP Address (SIADDR) - 4 bytes
Gateway IP Address (GIADDR) - 4 bytes
Client Hardware Address (CHADDR) - 16 bytes
Server Name (SNAME) - 64 bytes

Boot Filename - 128 bytes

DHCP Options - variable




DHCPv4 QOperation

DHCPv4 Discover and Offer Messages

DHCPv4 Discover Message

DHCPv4 Client A

DHCPv4 Server

IP: 27 192.168.1.254/24
Ethernet Frame IP UDP DHCPDISCOVER
ClaDDR: 0.0.0.0
DST MAC: FF:FF:FF:FF:FF:FF :ﬁ §§$ LR UDP 67 GlIADDR: 0.0.0.0
SRC MAC: MAC A 255 25'5 55 D55 Mask: 0.0.0.0
: : ' CHADDR: MALC A

CIADDR: Client IP Address

GIADDR: Gateway IP Address
CHADDR: Client Hardware Address

MAC: Media Access Control Address

The DHCP client sends an IP broadcast with a DHCPDISCOVER packet. In this example,
the DHCP server is on the same segment and will pick up this request. The server notes
the GIADDR field is blank; therefore, the client is on the same segment. The server also
notes the hardware address of the client in the request packet.
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DHCPv4 Operation

DHCPv4 Discover and Offer Messages (cont.)

DHCPv4 Offer Message

DHCPv4 Client A

DHCPv4 Server

IP; 77 192.168.1.254/24
Ethemet Frame [2] upDp DHCP Reply
ClIADDR: 192.168.1.10
DST MAC: MAC A IP SRC: 192.1658.1.254 UDP 68 GlADDR: 0.0.0.0

SRC MAC: MAC Serv

IP DST: 192.168.1.10

Mask: 255.255.255.0
CHADDR: MAC A

MAC: Media Access Control Address
CIADDR: Client IP Address

GIADDR: Gateway IP Address
CHADDR: Client Hardware Address

The DHCP server picks an IP address from the available pool for that segment, as
well as the other segment and global parameters. The DHCP server puts them into

the appropriate fields of the DHCP packet. The DHCP server then uses the hardware

address of A (in CHADDR) to construct an appropriate frame to send back to the

RADFORD
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Configure DHCPv4 Server

Configure a Basic DHCPv4 Server

A Cisco router running the Cisco 10S software can be configured to act as a DHCPv4 server. To set up DHCP:
1. Exclude addresses from the pool.
2. Set up the DHCP pool name.

3. Define the range of addresses and subnet mask. Use the default-router
command for the default gateway. Optional parameters that can be included in the

pool — dns server, domain-name.
El{config) # ip dhep excluded-address 192.168.10.1 19%92.168.10.9
El{config) # ip dhcp excluded-address 192.168.10.254
Rl ({config)# ip dhcp pool LAN-POOL-1
Rl {gdhop-contfig) 4 network 192.168.10.0 255.255.255.0
El ({dhep-config)# defanlt-router 192.168.10.1
Rl {dheop-—config)# dne-server 192.168.11.5
Rl {dhep-config)# domain-name example.com
Fl {dhecp-config)# end
Rl#

To disable DHCP, use the no service dhcp command.



NAT Operation

NAT Characteristics

e [Pv4 Private Address Space
 10.0.0.0/8,172.16.0.0 /12, and 192.168.0.0 /16

e What is NAT?

e Process to translate network IPv4 address

e Conserve public IPv4 addresses

e Configured at the border router for translation
e NAT Terminology

Inside address

Inside local address
Inside global address
Outside address
Outside local address
Outside global address

SA DA
Inside Lacal Outsida Loca
192 168.10.10 il 201 .1

DA 5A
Inside Local Outside Loca
192 168.10.10 l 201.1

Inside Network

»
192.168.10.10

R2 NAT Table

5A
Inside Global
209 165.200.226

DA
Outside Global
200_165.201.1

DA
Inside Global
209, 165.200.226

5A
QOutside Glabal
200_165,201.1

Outside Network

S

SA
208.165.200.226
Zd ot )
¥
ISP

Pcl | WebSever |

Inside Global
Address

200.165.200.226

Inside Local
Address

162.168.10.10

Outside Local
Address

165.201.1 2091652011

Address

Outside Global

Web Sarvar
209,165,201, 1

RADFORD
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NAT Operation
° Static NAT 209,165 200 236
e One-to-one mapping of local and global A
addresses
 Configured by the network administrator )
and remain constant. e
e Dynamic NAT e 5= e )
* Uses a pool of public addresses and assigns o,
them on a first-come, first-served basis :
* Requires that enough public addresses for e
the total number of simultaneous user Dy AT
sessions It AT Pool
: i
e Port Address Translation (PAT) i
* Maps multiple private IPv4 addresses to a
single public IPv4 address or a few
addresses
* Also known as NAT overload o
e Validates that the incoming packets were e 1 @rc )
requested
* Uses port numbers to forward the response B
packets to the correct internal device
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NAT Operation

NAT Advantages

e Advantages of NAT
e Conserves the legally registered addressing scheme
* |ncreases the flexibility of connections to the public network
e Provides consistency for internal network addressing schemes
* Provides network security

e Disadvantages of NAT
e Performance is degraded
End-to-end functionality is degraded
End-to-end IP traceability is lost
Tunneling is more complicated
Initiating TCP connections can be disrupted

MNAT Router,
Internal Network Internet
Private |Pvd Address Public IPv4 Address
Space Space

MAT Translations



RADFORD
UNIVERSITY

Configuring NAT

Configuring Static NAT

e Configuring Static NAT

e Create the mapping between the inside local and outside local
addresses
« Ip nat 1nside source static local-i1p global-i1p

e Define which interfaces belong to the inside network and
which belong to the outside network

 Ip nat iInside insice Network Outside Network
« ip nat outside '—( )LM ;D
L AnalyZing Static NAT 192,168 10,254 509165 2:]0 -

SA
209.165.201.5

show ip nat translationsi .

192.168.10.254

o Ve rifyi ng Static NAT n 192.168.10.254 E h 209.165.201.5

show 1p nat statistics

l t statist
clear 1p nat statistics

209.165.201.5 192.168.10.254 | 209.165.200.254 @ 209.165.200.254
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NAT — Sample Configuration

access-list 1 permit 172.16.15.0 0.0.0.255
ip nat pool TEST 209.165.200.225 209.165.200.226 netmask 255.255.255.252
ip nat inside source list 1 pool TEST overload

[ip nat inside source list 1 s 0/1/0 overload]
ip nat inside source static 172.16.15.18 209.165.200.227

w
interface s0/0/0 J 172.16.15.64/26
id e
|p nat |nS|de Outsi EH\ /l'.-_-f‘ 'l‘n-..;--.‘l“-—[;;lJ
. s El\IntraNetl Salesl
Inte rfa ce 50/0/1 !_. Ol "3\'\.‘:?2 16.15.244/30 172.16.15.248/30 125 16.15.128/26
o . o Internet i
ip nat inside v ‘"r—\“‘l P el
192.135.250.16/30 \ 5 - »2»
. 7 Tntraliet2 ales
interface s0/1/0 e
. . Q-Sv
ip nat outside
=,
File Server Staff Private Address: 172.16.15.0/24
VLAN 15 VLAN 30 VLAN 15: 172.16.15.16/28
_ VLAN 30: 172.16.15.32/27
Inside: 172.16.15.18 VLAN 45: 172.16.15.0/29

Outside: 209.165.200.227 VLAN 60: 172.16.15.8/29



RADFORD
UNIVERSITY

Eg;;gﬁguring Dynamic NAT

* Dynamic NAT Operation

e The pool of public IPv4 addresses (inside global address pool) is
available to any device on the inside network on a first-come,
first-served basis.

e With dynamic NAT, a single inside address is translated to a
single outside address.

 The pool must be large enough to accommodate all inside
devices.

e A device is unable to communicate to any external networks if
no addresses are available in the pool.
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Configuring NAT

Configuring Dynamic NAT (Cont.)

e Configuring Dynamic NAT
e Create the mapping between the inside local and outside local addresses
« 1p nat pool name start-i1p end-ip {netmask netmask | prefix-
length prefix-length}
e Create a standard ACL to permit those addresses to be translated
o« access-list access-list-number permit source [source-wildcard]
e Bind the ACL to the pool
« Ip nat iInside source list access-list-number pool name
 |dentify the inside and outside interfaces
« Ip nat 1nside
« Ip nat outside
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NAT — Sample Configuration

access-list 1 permit 172.16.15.0 0.0.0.255
ip nat pool TEST 209.165.200.225 209.165.200.226 netmask 255.255.255.252
ip nat inside source list 1 pool TEST
ip nat inside source static 172.16.15.18 209.165.200.227
interface s0/0/0 .
- 17216156412

ip nat inside —T\ |

interface s0/0/1 ' 2 /El ety Solest

. . . L 172.16.15.244/30 172.16.15.248/30
ip nat inside

172.16.15.128/26
» /

N s nteme? i '*ffi..._ r_-"i-‘}fil-.h n—[:|
64.100.150.10 T
Sales2

interface s0/1/0 <t W W W
. . 172.16.15.252/30
ip nat outside =
K4
File Server Staff Private Address: 172.16.15.0/24
VLAN 15 VLAN 30 VLAN 15: 172.16.15.16/28

VLAN 30: 172.16.15.32/27
VLAN 45: 172.16.15.0/29
VLA 60: 172.16.15.8/29

Inside: 172.16.15.18
Outside: 209.165.200.227
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Configuring Port Address Translations (PAT)

e Configuring PAT: Address Pool

* Create the mapping between the inside local and outside local addresses
« 1p nat pool name start-ip end-i1p {netmask netmask | prefix-

length prefix-length}

e Create a standard ACL to permit those addresses to be translated
o« access-list access-list-number permit source [source-wildcard]

e Bind the ACL to the pool

« 1p nat inside source list access-list-number pool name overload
* |dentify the inside and outside interfaces

e Ip nat iInside
 Ip nat outside

Example PAT with Address Pool

Inside Network ! Outside Network 209.165.201.1

1
| 209.165.200.224/27 V"

192.168.10.10 Internet

|
: Swr2
I 209.165.202.129

192.168.11.10
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NAT — Sample Configuration

access-list 1 permit 172.16.15.0 0.0.0.255
ip nat pool TEST 209.165.200.225 209.165.200.226 netmask 255.255.255.252
ip nat inside source list 1 pool TEST overload

[ip nat inside source list 1 s 0/1/0 overload]
ip nat inside source static 172.16.15.18 209 165.200.227

interface s0/0/0 = 17216156412
Outside Ho — 7 i N I
ip nat inside \ /} e,
. e Bl IrJli:raNetl Salesl
interface 50/0/1 ' e 1;,2;5_15_24#30 172.16.15.248/30 175 16.15.128/26
. . . Web Server Internet 1 S
ip nat inside e S )
. T H B2 IntraNetz  Sales2
interface s0/1/0 ErE——
. . Q-5w
ip nat outside
F
File Servar Staff Private Address: 172.16.15.0/24
VLAN 15 VLAN 30 VLAN 15: 172.16.15.16/28

VLAN 30: 172.16.15.32/27
VLAN 45: 172.16.15.0/29
VLA 60: 172.16.15.8/29

Inside: 172.16.15.18
Outside: 209.165.200.227
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Configuring NAT

Configuring Port Address Translations (PAT) (Cont.)

e Configuring PAT: Single Address

e Define a standard ACL to permit those addresses to be translated

o access-list access-list-number permit source [source-wildcard]
» Establish dynamic source translation, specify the ACL, exit interface, and overload option

« Ip nat inside source list access-list-number interface type name overload
* |dentify the inside and outside interfaces

 Ip nat inside

 Ip nat outside

PAT with Single Address

192.168.10.10 209.165.201.1

Inside Metwork : Outside Network

Irtarnet

| 209.165.200.224/27
[

- 1
192.168.11.10 | 209.165.202.129

Swr




RADFORD
UNIVERSITY

NAT — Sample Configuration

access-list 1 permit 172.16.15.0 0.0.0.255

ip nat pool TEST 209.165.200.225 209.165.200.226 netmask 255.255.255.252
ip nat inside source list 1 pool TEST overload

[ip nat inside source list 1 s 0/1/0 overload]

ip nat inside source static 172.16.15.18 209.165.200.227

inte rface SO/O/O ;! 172.16.15.64/26

ip nat inside _ / o\mpranets aes

s 1 Salesl
.
. / / e 172.16.15.244/30 172.16.15.248/30
172.16.15.128/26
interface s0/0/1 o N o
. . . b *fi-o__\'_"'l "? &rﬁ'n—[:!
|p nat |nS|de 64.100.150.10 445 135.250.16/30 \ =,
- HQ B2 IntraNetz  Sales2
Inte rfa ce 50/1/0 - 172.16.15.252/30
ip nat outside |
File Server Staff Private Address: 172.16.15.0/24
VLAN 15 VLAN 30 VLAN 15: 172.16.15.16/28

VLAN 30: 172.16.15.32/27
VLAN 45: 172.16.15.0/29
VLAN 60: 172.16.15.8/29

Inside: 172.16.15.18
Outside: 209.165.200.227
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Summary

This chapter described:

e Basic Routing

e Open Shortest Path First (OSPF)

 Dynamic Host Configuration Protocol (DHCP)
e Network Address Translation (NAT)
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